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Abstract—This approach introduces a novel approach to aca-
demic paper summarization that integrates advanced abstractive
methods, fine-tuning of large language models, and retrieval-
augmented generation. Although encoder-decoder neural net-
works with attention mechanisms have shown promise, their
effectiveness remains limited by sparse training data and the
complexity of producing high-quality abstractive summaries. To
address these challenges, this work employs Retrieval-Augmented
Generation (RAG) in conjunction with Neodj-based knowledge
graphs, enabling efficient question-answering over research paper
content. In parallel, the Mistral 7B Large Language Model—a
pre-trained generative model with seven billion parameters—is
fine-tuned to enhance both summary quality and contextual
nuance. This integrated strategy not only mitigates data scarcity
but also aims to transform scholarly engagement by delivering
concise, context-rich summaries. By confronting issues of dataset
quality, algorithmic complexity, and significant computational
demands, this independent study advances the state of the art
in automatic research paper summarization and enhances the
broader academic reading experience.

I. INTRODUCTION

Existing applications, while often useful, frequently lack
the precision required for reliable and accessible academic
summarization. Although more advanced solutions, including
multimodal Large Language Models (LLMs), offer higher
accuracy, they remain constrained by token-count limitations
and high implementation costs. Traditional Seq2Seq models
further compound these issues by performing poorly on small
datasets—a common scenario in academic research contexts.
To address these challenges, this study investigates how ad-
vanced techniques, such as fine-tuning LLMs and employing
Retrieval-Augmented Generation (RAG), can achieve superior
results even with limited data. Unlike conventional methods,
these approaches are specifically designed to deliver effec-
tive, efficient performance in data-constrained environments,
thereby holding the potential to significantly improve and
reshape automated summarization practices.

To facilitate fine-tuning for research paper summarization,
this study initially evaluated various Large Language Models
(LLMs), including LLaMA 2, ultimately selecting Mistral 7B
due to its superior performance. Although this choice intro-
duced substantial computational overhead, techniques such as
Parameter-Efficient Fine-Tuning (PEFT) and Low-Rank Adap-
tation (LoRA) were employed to significantly mitigate these
complexities. Additionally, Retrieval-Augmented Generation
(RAG) was integrated to efficiently leverage external knowl-
edge bases. This combined approach enhances the accuracy
and depth of the generated summaries, ensuring they not only
accurately capture the essential content of each paper but also
reflect a nuanced understanding of the underlying research
topics.

II. METHODS

A. Fine-tuning Large Language Models

Large Language Models (LLMs) have significantly ad-
vanced the field of natural language processing by demon-
strating an exceptional ability to interpret and produce text
that closely mirrors human language. However, adapting these
models to specialized tasks, such as academic summarization,
requires finely tuned calibration to align with the nuances
and demands of the scholarly domain. In this project, the
fine-tuning process focused on refining an LLM’s capacity to
summarize research papers. This effort involved training the
pre-existing model on a carefully curated set of 100 academic
articles, enabling it to internalize the distinct linguistic style,
terminology, and depth characteristic of academic literature.
Through this targeted approach, the model’s performance on
scholarly summarization tasks was significantly enhanced,
yielding more accurate, concise, and context-aware summaries.

To achieve these objectives, the fine-tuning process em-
ployed Parameter-Efficient Fine-Tuning (PEFT) and Low-



Rank Adaptation (LoRA). PEFT prioritizes modifying only
a small subset of parameters, thereby reducing the computa-
tional overhead and resource requirements, a critical advantage
given the complexity and scale of large language models.
Meanwhile, LoRA inserts trainable low-rank matrices into the
existing weight matrices, effectively introducing adaptability
without necessitating full-scale parameter updates. By integrat-
ing both PEFT and LoRA, the project successfully optimized
the trade-off between efficiency and performance, ensuring
that the fine-tuning process remained both cost-effective and
effective in enhancing the model’s summarization capabilities.

1) PEFT: Parameter-Efficient Fine-Tuning (PEFT), as in-
troduced by Hugging Face, enables the adaptation of pre-
trained language models to specialized tasks by modifying
only a small set of additional parameters. By selectively up-
dating these parameters, PEFT substantially lowers both com-
putational and storage demands while preserving performance
levels comparable to those achieved through full-scale fine-
tuning. This balanced approach makes it particularly valuable
when dealing with large models and constrained resources.

2) LoRA: Low-Rank Adaptation (LoRA) refines the fine-
tuning process by employing low-rank decompositions of the
model’s weight matrices, thus minimizing parameter modifi-
cations and reducing computational overhead. This method
preserves the integrity of the original weights, delivering
advantages such as lower memory consumption and a reduced
risk of catastrophic forgetting. As a result, LoORA has emerged
as a widely adopted, resource-efficient strategy for fine-tuning
large language models.

3) Fine-tuning: The fine-tuning process was executed on
an NVIDIA A100-SXM4-80GB GPU. The initial step in-
volved evaluating multiple Large Language Models (LLMs)
to identify the most suitable candidate. After extensive testing,
Google FLAN T5, Falcon Al, and LLaMA 2 (7B) were
considered, with Mistral 7B ultimately selected for its optimal
balance of performance and computational efficiency.

Prior to fine-tuning, LoRA adapters were configured to en-
able more resource-efficient model training. A curated dataset
of research papers and corresponding summaries was then
prepared. Prompts were carefully engineered to ensure that the
model understood the summarization objective. Specifically,
the following prompt structure was employed:

start_prompt = ###Human:\n Summarize the
«— following research paper.\n\ n

end_prompt = ###Assistant:\n\nSummary:

prompts = start_prompt + text + end_prompt +
“— summary

Here, text represents the research paper’s content, and
summary is its associated summary. By clearly delineating
the roles of “Human” and “Assistant,” as well as explicitly
requesting a summary, this prompt design guided the model’s

focus on the task at hand.

After constructing the prompts, the dataset was tokenized,
and the training procedure commenced with a batch size of
2, a total of 10 epochs, and a learning rate of 2e-4. The
final training loss reached 3.98. While this indicates that
further refinements could be made, the limitations of time and
computational resources necessitated capping the training at 10
epochs. Nonetheless, the fine-tuned model demonstrated the
capacity to produce concise and contextually rich summaries,
representing a tangible improvement over its initial, pre-fine-
tuned state.

B. Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) merges retrieval-
based and generative methodologies to produce domain-
specific outputs without the need for frequent fine-tuning.
This hybrid approach is especially valuable in scenarios that
demand regular updates with new data or domain-specific
insights, yet must remain cost-effective and efficient. By
integrating dynamic retrieval mechanisms into a generative
model’s workflow, RAG enables the model to access and
incorporate up-to-date information in real time, reducing the
computational overhead associated with continuous retraining.

Search Relevant
Information

Knowledge
Sources

2) Query

Relevant

Information

= for
[ .E - Enhanced
Context

Prompt
+
Query
Generated

Text 5
Response

Prompt
+

4 Query
.

Enhanced

Context Large Language Model EndPoint

Retrieval-Augmented Generation (RAG) represents a sig-
nificant advancement in enhancing Large Language Mod-
els by integrating external, dynamically updated knowledge
bases. Unlike traditional fine-tuning, which statically encodes
knowledge into the model itself, RAG leverages external
sources—akin to a conventional database—to provide the
most current, domain-specific information. By incorporating
retrieved documents directly into the model’s prompts, RAG
not only improves accuracy but also ensures that outputs
remain aligned with evolving data.

While a “naive” implementation of RAG offers a rela-
tively fast and straightforward method for integrating retrieval
and generation, more advanced variants can handle com-
plex queries with greater fidelity. However, these enhanced



approaches often increase response times and operational
expenses, as multiple LLM queries are required at different
reasoning steps.

A central advantage of RAG is its ability to mitigate
hallucinations, a common issue where LLMs produce plausible
but incorrect information. By grounding responses in retrieved
documents, RAG provides more reliable and verifiable outputs.
To support this retrieval process efficiently, FAISS (Facebook
Al Similarity Search) is employed as the vector database. Stor-
ing FAISS locally enables low-latency, scalable data retrieval,
reducing reliance on cloud-based services and minimizing
associated costs.

In addition, the architecture combines traditional databases
with knowledge graphs constructed from research paper
datasets, providing a structured representation of intercon-
nected concepts. This organization allows the model to draw
upon rich, contextually relevant information for improved,
context-sensitive summarizations.

To integrate these features seamlessly, the LangChain frame-
work was chosen. LangChain’s flexible architecture supports
dynamic retrieval and chaining of model calls, allowing for
tailored customization and scalability. Through this approach,
Retrieval-Augmented Generation not only enhances the pre-
cision and depth of academic paper summarizations but also
ensures that users have continual access to up-to-date, context-
rich information.

C. Seq2Seq Model

To explore summarization techniques for scenarios with
limited data, this project implemented a bidirectional LSTM
(Long Short-Term Memory) Seq2Seq model with an attention
mechanism. Unlike extractive methods that simply select por-
tions of the source text, this model employs an abstractive
approach, generating entirely new summaries that capture the
essence of the original content. Serving as a traditional method
in contrast to newer advances like Retrieval-Augmented Gen-
eration (RAG) and Large Language Model (LLM) fine-tuning,
the LSTM-based Seq2Seq model relies primarily on its intrin-
sic capacity to process and understand sequential data.

The bidirectional LSTMs provide a more comprehensive
contextual understanding by examining text sequences from
both forward and backward directions. This holistic perspec-
tive is critical for accurately identifying the most relevant
segments, particularly when source data is scarce. Meanwhile,
the attention mechanism further refines the model’s focus,
assigning weighted importance to specific parts of the text.
By honing in on key ideas, the model produces more coherent
and contextually relevant summaries.

Although newer techniques may integrate external knowl-
edge or leverage extensive pre-training, the LSTM-based

Seq2Seq model excels in data-constrained environments by
capitalizing on the available limited information. In do-
ing so, it serves as a robust, complementary alternative to
more resource-intensive approaches, enriching the portfolio of
methodologies available for academic literature summariza-
tion.

1) Model Architecture: The Seq2Seq model leverages Long
Short-Term Memory (LSTM) networks to effectively process
and generate text sequences. As a specialized form of Re-
current Neural Network (RNN), LSTMs incorporate gating
mechanisms—input, output, and forget gates—to manage in-
formation flow, thereby capturing long-range dependencies
and intricate contextual relationships.

The encoder employs an LSTM layer with tanh and sigmoid
activation functions to control state updates and gate dynamics.
To mitigate overfitting, dropout regularization is applied. A
Keras Bidirectional wrapper processes input text in
both forward and backward directions, merging outputs into
a comprehensive context vector. The process begins with a
Keras Input layer that receives fixed-size, tokenized input
sequences, ultimately producing a nuanced encoder vector that
encapsulates the entire input sequence.

The decoder also employs an LSTM layer, which uses
the encoder’s context vector and previous output tokens to
produce contextually relevant words. A Keras Dense layer,
equipped with a softmax activation function, transforms the
LSTM outputs into probability distributions over the target
vocabulary, guiding the generation of coherent and meaningful
summary sequences.

An attention mechanism enhances the decoder’s focus by
selectively emphasizing pertinent segments of the input during
summary generation. Implemented through an Attention
layer, this mechanism computes attention scores that determine
the relative importance of each encoded input token. For
each generated word, a dynamic context vector is created
by assigning weights to relevant portions of the encoder’s
output. These weights are informed by the decoder’s current
state, ensuring that the produced summaries remain concise,
contextually accurate, and aligned with the source text’s core
content.

2) Model Training: Prior to training, the dataset undergoes
a thorough preprocessing stage that includes removing non-
essential characters and stopwords. This cleaning ensures more
efficient tokenization and produces clearer inputs for the sum-
marization task. The model employs the Adam optimizer for
its adaptive learning rate, effectively handling sparse gradients
and facilitating stable convergence. Categorical cross-entropy
serves as the loss function, providing a reliable measure of the
divergence between predicted and actual word distributions in
the generated summaries.

Hyperparameters such as the learning rate, batch size, and



number of epochs are fine-tuned to enhance training efficiency
and overall model performance. The learning rate is initially
set higher to accelerate early convergence, then reduced in later
stages for more precise adjustments. Batch size and epoch
count are balanced to optimize memory usage and training
time, mitigating the risk of overfitting or underfitting.

To further curb overfitting, dropout layers randomly deacti-
vate a subset of neurons (with dropout rates typically ranging
from 0.2 to 0.5), preventing the model from becoming overly
reliant on specific neuron patterns. In addition, early stopping
mechanisms monitor validation loss throughout the training
process, halting further training when improvements plateau.
This combination of strategies ensures that the resulting model
consistently produces concise, contextually relevant, and high-
quality summaries, even when working with limited data.

III. RESULTS EVALUATION

Evaluating the performance of the fine-tuned model in-
volved comparing its generated summaries to the original
summaries provided with the research papers. This evaluation
is instrumental in determining how effectively the model
distills complex academic content into concise, informative
summaries.

A. Fine-tuning Large Language Models

Original Summary:

This paper proposes a novel technique to detect
anomalies in Electrocardiogram signals and
classify cardiac conditions from 45 patients in
the MIT-BIH Arrhythmia database.

The proposed approach utilizes

two methods, one based on conventional Machine
learning algorithm (SVM) and the other based

on a deep learning method (CNN-based
architecture ALEXNET). The deep learning
technique improved precision and can be used

in clinical settings, with an average
classification accuracy of 87.2%.

Predicted Summary:

1. The paper proposes a comparison of machine
learning-based conventional classifier SVM and
deep CNN architecture AlexNet for classifying
arrhythmia dataset.

2. The raw data is preprocessed, feature
extracted, and cleaned data is divided into
train and test sets.

3. The SVM model with linear kernel and AlexNet
model with optimizer Adam and loss function
categorical cross entropy are trained.

4. The future work includes using different
deep learning architectures and
hyperparameters for ecg signal classification.

The comparison between the original and predicted sum-
maries reveals that the fine-tuned model can effectively iden-
tify core elements of the research, such as the focus on
anomaly detection in ECG signals and the comparative eval-
uation of SVM and a deep CNN architecture (ALEXNET).
The original summary concisely communicates the study’s
main contributions and its practical implications, including
the improved precision and clinical applicability of the deep
learning approach.

In contrast, the model-generated summary offers a more
procedural perspective, detailing steps like data preprocessing,
model training, and future directions. While this indicates that
the model captures many relevant facets of the research, it
also highlights the need for more selectivity. Streamlining its
output to emphasize primary findings and key outcomes could
yield more focused, academically aligned summaries.

This analysis underscores both the model’s strengths—its
ability to extract and represent important information—and the
areas where refinement is needed. By continuously adjusting
and improving the summarization process, the ultimate goal
is to achieve summaries that are both informative and suc-
cinct, reflecting the precision and clarity essential in academic
communication.

B. Retrieval-Augmented Generation results

The efficacy of the Retrieval-Augmented Generation (RAG)
system is evident in its targeted responses to user queries.
By integrating external knowledge sources and leveraging ad-
vanced retrieval mechanisms, the system can accurately extract
relevant information from the research paper, demonstrating
both depth of understanding and contextual precision.

Questions and Answers:

1. What is the research on?
The research focuses on abstractive summarization

using a model that incorporates bidirectional RNNs.

2. Which model did the author propose?
The author proposed a feature-rich encoder and a
switching generator pointer model.

Handling Hallucinations:

These responses highlight the system’s ability to accurately
identify and convey key elements of the research methodology,
reflecting a comprehensive grasp of the paper’s content.

1. How did Trump contribute to the paper?
Trump was not mentioned in this paper.

By recognizing that certain entities or individuals are absent
from the text, the system helps prevent the introduction of
irrelevant or fabricated information. This grounding in factual



retrieval is critical for maintaining credibility and ensuring
reliable outputs.

The RAG system’s ability to pinpoint the core subject matter
of a research paper—such as the focus on abstractive summa-
rization and the use of bidirectional RNNs—demonstrates its
capacity to distill complex information into a clear, central
theme. This precision allows the system to navigate intricate
details and technical jargon, ensuring that the primary contri-
butions remain front and center.

Similarly, when asked about the author’s proposed model,
the system’s succinct reply, “a feature-rich encoder and a
switching generator pointer model,” reflects its skill in con-
densing multifaceted research into an accessible, concise state-
ment. This capability is crucial for communicating complex
academic content, enabling readers and researchers to quickly
grasp essential innovations.

A critical challenge for large language models is the ten-
dency to produce hallucinations, or factually inaccurate con-
tent. By confidently responding, “Trump was not mentioned
in this paper,” to a prompt unrelated to the original text, the
RAG system demonstrates its commitment to factual fidelity.
This grounding in reliable source material helps maintain trust
and credibility, reinforcing the system’s utility in accurately
summarizing and interpreting academic research.

C. Seq2Seq Model

Evaluating the Seq2Seq model, which relies on LSTM
networks, yielded valuable insights into its summarization
capabilities and limitations:

Keyword Identification Proficiency: The Seq2Seq model
demonstrated notable strength in extracting key terms from
research papers, effectively learning domain-specific vocabu-
lary and highlighting essential concepts. This indicates that
the model can parse and interpret important terminology,
contributing to more informed summaries.

Repetitive and Fragmented Output: Despite its strong
keyword extraction abilities, the Seq2Seq model frequently
produced repetitive and fragmented summaries. This outcome
suggests difficulties in maintaining coherent context over
longer text segments—an inherent challenge for LSTM-based
Seq2Seq architectures. By contrast, Retrieval-Augmented
Generation (RAG) and fine-tuned Large Language Models
(LLMs) typically handle extended texts more effectively, gen-
erating more cohesive and contextually stable summaries.

Retrieval-Augmented Generation (RAG) greatly expands
output diversity by dynamically incorporating external knowl-
edge sources into the generation process. By pulling in con-
textually relevant information beyond the training data, RAG
mitigates repetitive content patterns and enriches the overall

quality of the summaries. In parallel, Large Language Models
(LLMs) that have undergone extensive pre-training on diverse
corpora are better equipped to handle complex linguistic
structures. Fine-tuning these LLMs for specific tasks, such as
summarization, further refines their ability to synthesize and
integrate information across longer text segments. As a result,
they maintain clearer context and coherence, effectively ad-
dressing the issues of repetition and fragmentation commonly
seen in traditional Seq2Seq models.

Generalization Across Text Types: Another notable limi-
tation of the Seq2Seq model lies in its difficulty generalizing
to text formats not well represented in the training data. In
the specialized realm of research paper summarization, this
shortfall becomes especially pronounced due to the unique
style, structure, and terminology present in scholarly literature.
By contrast, LLMs benefit from their broad, varied pre-training
experiences, enabling them to adapt more readily to different
textual domains. This generalization capability allows LLMs
to more gracefully handle a wide array of academic content
formats, resulting in more versatile and reliable summarization
outputs.

IV. CONCLUSION

This research project highlights the advantages of fine-
tuning Large Language Models (LLMs) over traditional
encoder-decoder methods for summarizing research papers,
particularly when data is limited. By employing advanced
techniques such as Parameter-Efficient Fine-Tuning (PEFT)
and Low-Rank Adaptation (LoRA), effective summaries were
generated from a dataset of only 100 research papers. In
parallel, the work demonstrates the efficacy of Retrieval-
Augmented Generation (RAG), which can deliver detailed and
contextually relevant responses without extensive fine-tuning,
making it well-suited for data-constrained scenarios.

This integrated approach leverages the concise summariza-
tion capabilities of fine-tuned LLMs while capitalizing on
the dynamic, context-responsive nature of RAG. By utilizing
PEFT and LoRA, the model achieves efficient optimization
with minimal computational overhead, enabling it to handle
specialized tasks such as summarization even with limited
training data. Additionally, RAG’s retrieval-based mechanism
provides a versatile means of updating the model’s knowledge
base, ensuring that its outputs remain accurate and aligned
with current information—an essential feature in rapidly
evolving research domains.
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